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Abstract

The ability of different neural networks to mitigate multipath signals for opportunistic navigation with downlink 5G signals is assessed. Two neural networks, namely feed-forward neural networks (FFNNs) and time-delay neural networks (TDNNs), are designed to learn multipath-induced errors on a 5G receiver’s code phase estimate. The neural networks use inputs from the autocorrelation function (ACF) to learn the errors in the code phase estimate of a conventional delay-locked loop (DLL). A ray tracing algorithm is used to produce high fidelity training data that could model the dynamics between the line of sight (LOS) component and the non-line of sight (NLOS) components. Cross-validation methods are used on FFNNs to examine the sensitivity of the out-of-sample error on the number of hidden layers, number of neurons per layer, and regularization constant that limits the complexity of the hypothesis space. Moreover, TDNNs with varying access to the time history of the ACF taps are assessed. Experimental results in a multipath-rich environment are presented demonstrating that the proposed TDNN achieved ranging root-mean squared error (RMSE) reduction of 27.1% compared to a conventional DLL.
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I. Introduction

Accurate and reliable positioning, navigation, and timing (PNT) is a crucial enabler of autonomy. For decades, global navigation satellite systems (GNSS) have been the leading providers of PNT. However, as more semi-autonomous and fully-autonomous systems started depending on GNSS for PNT, the vulnerabilities of GNSS signals have become more apparent. Their severe attenuation indoors and in deep urban canyons and susceptibility to unintentional interference, intentional jamming, and malicious spoofing [1–4] prove to be critical limitations standing in the way of autonomy. Recently, considerable attention has been devoted to exploiting ambient radio frequency signals of opportunity (SOPs) [5], such as cellular, AM/FM radio, satellite communication, digital television, and Wi-Fi, as a standalone alternative to GNSS or to complement GNSS-based navigation [6–15]. Among the different SOPs, cellular 5G signals are particularly attractive due to their ubiquity, geometric diversity, high received signal power, and large bandwidth [16–24].

The positioning capabilities of 5G systems have been studied over the past few years. Different approaches have been proposed, in which direction-of-arrival (DOA), direction-of-departure (DOD), time-of-arrival (TOA), or combination thereof is used to achieve accurate positioning from 5G signals. The study in [25] derived the Cramer-Rao bound on position and orientation estimation uncertainty, as well as presented an algorithm that achieves the bound for average to high signal-to-noise ratio. In [26], the capability of massive multiple-input multiple-output (mMIMO) systems in providing very accurate localization when relying on DOA was studied. The work in [27] presented an algorithm to mitigate the near-field errors in angular positioning with 5G system. A compressed sensing approach was proposed to address the limitations of DOA in mMIMO systems in the presence of multipath, showing the potential of achieving submeter accuracy in a simulated environment. In contrast to the aforementioned approaches, [21, 28] were the first to present experimental navigation results on a ground vehicle, achieving meter level accuracy.

Given the low elevation angles from which cellular signals are received, these signals suffer from non-LOS and multipath conditions [29]. While these are not too problematic for communication purposes, they can induce very large errors when used for positioning purposes. Multipath signals distort the autocorrelation function used in the receiver’s DLLs and phase-locked loops (PLLs), introducing biases in the code and carrier phase estimates, which in turn introduce errors in the navigation solution [30]. Several techniques have been developed to mitigate the effect of multipath in GNSS systems, most of which could be grouped into two main categories: (i) antenna techniques [31] and (ii) signal processing techniques, such as the narrow correlator [32], strobe edge correlator [33], and high resolution correlator (HRC) [34]. While the aforementioned approaches have been shown to outperform the standard early-minus-late (E-L) DLL, they are still susceptible to severe multipath. Moreover, while signal processing techniques could be extended to receivers that exploit cellular signals opportunistically for navigation, antenna techniques that mitigate multipath by filtering out signals with lower elevation angles are not useful, since most received signals from terrestrial 5G bas stations (referred to as gNBs) have low elevation angles.

Machine learning (ML) algorithms and neural networks (NNs) have managed to find their way into several fields with applications ranging from speech recognition and object detection to medical diagnosis and many others. In recent years, emerging NNs have gained significantly more attention as they surpassed model-based algorithms in their capabilities in achieving their intended goals such as DeepFake [35] and WaveNet [36], the first being an NN with the ability of generating very convincing fake footage, and the latter being a text to speech system that outperforms the existing state of the art model based systems. NNs have also outperformed human rivals. An example of such NN is OpenAI Five’s large scale deep reinforcement learning system [37], which became the first AI system to defeat the world champions at an esports game that presents novel challenges for AI systems such as long time horizons, imperfect information, and complex continuous state-action spaces. These noteworthy achievements could be attributed to the ability of NNs to learn complex multi-dimensional relationships by observing training data, and leveraging that to take decisions on new data that it has never seen before. Machine learning algorithms have also found their way into the navigation field. In [38], a deep NN was developed to spatially discriminate multipath signals in a synthetic aperture fashion and beamform towards the LOS component. This NN was then coupled with a zero velocity update (ZUPT)-aided inertial measurement unit (IMU) to achieve an accuracy of about one-meter indoors over a trajectory of 600 m [39]. In [40], a wavelet NN approach that predicts the satellite’s clock bias using its values at previous epochs was introduced. An NN-based DLL (NNDLL) was proposed in [41] for multipath mitigation in GPS receivers. The type of multipath environment and receiver motion was identified via a NN in [42] in order to adjust the receiver’s tracking strategy.
This paper assesses the ability of different NNs to learn multipath errors that corrupt the TOA estimate in a 5G opportunistic navigation receiver. First, feed-forward NNs (FFNNs) are examined and a cross-validation approach is used to study the performance of NNs belonging to hypothesis spaces of different complexities. Second, time-delay NNs (TDNNs) are assessed for the same problem by extending the inputs of the FFNN to include a delayed version of the inputs. A TDNN could leverage the time history of the inputs to learn the dynamics of the errors introduced by multipath signals. Several TDNNs with different amounts of access to the time history are trained and their multipath mitigation performance is assessed. Finally, experimental results are presented to test the proposed TDNN approach on real 5G signals.

This paper is organized as follows. Section II introduces the structure of 5G signals and models the synchronization signals being exploited for navigation. Section III offers a mathematical model for NNs and the concept of generalization. Section IV formally defines the learning problem as well as the target function for the goal of multipath mitigation. Section V, discusses the simulator that was used to generate the training and testing data needed for the learning machine, as well as the input pre-processing. Section VII demonstrates the ability of the proposed TDNN trained via the simulation data to show robustness against multipath via experimental results.

II. 5G Signal Structure

This section discusses the 5G signal structure and provides a model for 5G reference signals that can be exploited for opportunistic navigation.

A. 5G Frame Structure

5G systems implement orthogonal frequency-division multiplexing (OFDM) with an adaptive subcarrier spacing \( \Delta f = 2^\mu \times 15 \text{ kHz} \), where \( \mu \in \{0, 1, 2, 3, 4\} \) is defined as the numerology. 5G is designed to support transmission at different frequency ranges (from 450 MHz to 52.6 GHz). In the time domain, 5G signals are transmitted in frames of duration \( T_f = 10 \text{ ms} \), which are divided into 10 subframes with a duration of 1 ms each. Subframes are then further divided into \( 2^\mu \) time slots which contain 14 OFDM symbols each of duration \( T_{\text{symb}} = \frac{1}{\Delta f} \). In the frequency domain, subframes are divided into a number of resource grids consisting of resource blocks with 12 subcarriers each. The number of resource grids in a frame is determined by higher level parameters. Moreover, a resource element defines the smallest unit of the resource grid spanning a duration of one OFDM symbol and a bandwidth of one subcarrier. The 5G frame structure is further illustrated in Fig. 1(a).

5G systems utilize two maximal-length synchronization signals (SS) of length \( N_{\text{SS}} = 127 \), known as the primary synchronization signal (PSS) and secondary synchronization signal (SSS) to enable cell search and synchronization at the user equipment (UE). There is a total of three possible PSS sequences, each mapped to an integer representing the sector ID of the gNB denoted by \( N_{\text{ID}}^{(2)} \). On the other hand, the SSS is one of 336 possible sequences, each mapped
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<table>
<thead>
<tr>
<th>subcarrier spacing (kHz)</th>
<th>Carrier frequency</th>
<th>Symbol number</th>
<th>Slot number ( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A: 15</td>
<td>( f_c \leq 3 \text{ GHz} )</td>
<td>( {2, 8} + 14n )</td>
<td>( {0, 1} )</td>
</tr>
<tr>
<td></td>
<td>( 3 &lt; f_c \leq 6 \text{ GHz} )</td>
<td>( {0, 1} )</td>
<td></td>
</tr>
<tr>
<td>Case B: 30</td>
<td>( f_c \leq 3 \text{ GHz} )</td>
<td>( {4, 8, 16, 20} + 28n )</td>
<td>( {0} )</td>
</tr>
<tr>
<td></td>
<td>( 3 &lt; f_c \leq 6 \text{ GHz} )</td>
<td>( {0, 1} )</td>
<td></td>
</tr>
<tr>
<td>Case C: 30</td>
<td>( f_c \leq 3 \text{ GHz} )</td>
<td>( {2, 8} + 14n )</td>
<td>( {0, 1} )</td>
</tr>
<tr>
<td></td>
<td>( 3 &lt; f_c \leq 6 \text{ GHz} )</td>
<td>( {0, 1} )</td>
<td></td>
</tr>
<tr>
<td>Case D: 120</td>
<td>( f_c &gt; 6 \text{ GHz} )</td>
<td>( {4, 8, 16, 20} + 28n )</td>
<td>( {0, \ldots, 3, 5, \ldots, 8, 10, \ldots, 13, 15, \ldots, 18} )</td>
</tr>
<tr>
<td>Case E: 240</td>
<td>( f_c &gt; 6 \text{ GHz} )</td>
<td>( {8, 12, 16, 20, 32, 36, 40, 44} + 56n )</td>
<td>( {0, \ldots, 8} )</td>
</tr>
</tbody>
</table>

to an integer representing the gNB’s group identifier denoted by \( N_{\text{ID}}^{(1)} \). This results in a total of 1008 cell identifiers denoted by \( N_{\text{ID}} = 3N_{\text{ID}}^{(1)} + N_{\text{ID}}^{(2)} \).

The SS are transmitted along with the physical broadcast channel (PBCH) signal and its associated demodulation reference signal (DM-RS) on a block known as the SS/PBCH block, which spans 20 resource blocks (i.e., 240 subcarriers) and four consecutive OFDM symbols. Fig. 1(b) shows an SS/PBCH block along with the position of each signal within that block. The resource allocation of the SS/PBCH block is determined as summarized in Table I [43], where index 0 corresponds to the first OFDM symbol of the first slot in a half-frame. In fact, the SS/PBCH is transmitted numerous times, where each set of these transmitted block is called an SS/PBCH burst. However, each SS/PBCH block in the burst is beamformed in a different direction with a periodicity that can be 5 ms, 10 ms, 20 ms, 40 ms, 80 ms or 160 ms.

### B. Signal Model

For the purpose of opportunistic navigation with 5G, the signals of interest for a given \( N_{\text{ID}} \) could be modeled as

\[
s_{\text{SS}}(t) = \begin{cases} 
\text{IFT}\{S_{\text{PSS}}(f)\}, & \text{for } t \in (0, T_{\text{symb}}) \\
\text{IFT}\{S_{\text{SSS}}(f)\}, & \text{for } t \in (2T_{\text{symb}}, 3T_{\text{symb}}) \\
0, & \text{otherwise,}
\end{cases}
\]

where \( S_{\text{PSS}}(f) \) and \( S_{\text{SSS}}(f) \) are the frequency-domain representations of the PSS and SSS, respectively, corresponding to the transmitting gNB’s cell ID \( N_{\text{cell}} \). Fig. 2 presents an SS in the time and frequency domains for \( N_{\text{cell}} = 420 \). A navigation receiver correlates the replicated SS signal with the received signal forming the autocorrelation function (ACF), denoted by \( R(\tau) \) according to

\[
R(\tau) \triangleq y(t) \circledast s_{\text{SS}}(t) = \text{IFFT}\{Y(f)S_{\text{SS}}^*(f)\} = \text{sinc}(B\tau)
\]
III. Overview of NNs

This section presents the mathematical model for NNs and introduces the concepts of in-sample and out-of-sample errors as well as generalization. Learning machines, or NNs, are in essence function approximators [44]. Consider some input \( x \in \mathcal{X} \) that is mapped to \( y \in \mathcal{Y} \) by an unknown target function \( f : \mathcal{X} \mapsto \mathcal{Y} \). Given some examples \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\} \), one can begin to learn more about the target function and formulate hypothesis as to what the true function could be. NNs are a family of parametric functions \( \hat{y} = h(x, w) : \mathcal{X} \mapsto \mathcal{Y} \), where \( h(x, w) \) belongs to some hypothesis space \( \mathcal{H} \) and is parameterized by its weights and biases that are lumped into the term \( w \). The goal of the learning machine is to find the optimal hypothesis space \( \mathcal{H}^* \) (e.g. quadratic, cubic, etc.) and optimal weights \( w^* \) such that \( h^*(x, w^*) \in \mathcal{H}^* \) is a good approximation of \( f(x) \) which minimizes some cost function \( C(y, h^*(x, w^*)) \) that penalizes the difference between the true and approximated mappings (e.g. \( L_2 \)-norm \( ||y - \hat{y}||^2 \)). The performance of a learning machine \( h \) is assessed based on its generalization capabilities, which is measured by the concept of risk, or out-of-sample error defined as [45]

\[
E_{\text{out}}(h) = E[C(y, h(x, w))]
= \int_{\mathcal{X}, \mathcal{Y}} C(f(x), h(x, w)) p(x, y) dx dy
\]  

(3)

Note that the assumption of a probability distribution \( p(x, y) \) in Equation (3) allows the modeling of uncertainty in the input data, such as in the presence of noise. However, \( E_{\text{out}} \) cannot be computed in learning problems since only a noisy subset of the input and output spaces \( x_i \in \mathcal{X} \) and \( y_i \in \mathcal{Y} \) is available. Thus, a learning algorithm will seek to minimize the emperical risk, or in-sample error given by

\[
E_{\text{in}}(h) = \frac{1}{N} \sum_{i=1}^{N} C(y_i, h(x_i, w))
\]  

(4)

Finding the optimal weights \( w^* \) corresponding to some hypothesis \( h \) is done via a learning algorithm that minimizes the in-sample risk according to

\[
w^* \triangleq \arg \min_w E_{\text{in}}(h(x, w))
\]

The challenge in training NNs is that the true function being minimized is the in-sample error, while the function to be minimized is the out-of-sample error. To this end, K-fold cross-validation [46] was used to estimate the out-of-sample risk to ensure that \( E_{\text{out}}(h) \approx E_{\text{in}}(h) \) and prevent the over-fitting of data by networks with a high complexity hypothesis space where the in-sample error becomes much smaller than the out-of-sample error (i.e. \( E_{\text{in}}(h) \ll E_{\text{out}}(h) \)).
IV. Problem Formulation

This section presents the problem formulation of ML-based multipath mitigation and discusses the input and output spaces of its target function. In model-based approaches, different types of DLLs are utilized to track the code phase of the received signal, where the choice of the discriminator function proved to be an important design parameter. Discriminator functions could be coherent, non-coherent, and even quasi-coherent, with varying number of taps. More sophisticated DLL architectures like the multipath estimating delay-locked loop (MEDLL) try to estimate the parameters of the nuisance NLOS components to mitigate the effects of multipath [47]. These discriminator functions and even the more sophisticated algorithms could be thought of as functions $f : \mathcal{X} \mapsto \mathcal{Y}$ that map the input space $\mathcal{X}$, being taps from the autocorrelation function, to the output space $\mathcal{Y}$, which is the code phase estimate of the LOS component $\hat{\tau}$.

At each time-step $k$, the discriminator function $f(x_k)$ of a conventional DLL uses $N_x$ taps from the correlator output $x_k \in \mathcal{X}$ to produce an estimate of the code phase error $\hat{\tau}_k \triangleq \hat{\tau}_k - \hat{\tau}_k$, which is then used to update the code phase estimate at the next time-step $\hat{\tau}_{k+1}$. The presence of multipath corrupts the ACF taps $x_k$ resulting in errors in the estimate of $\hat{\tau}_k$. This process is illustrated in the following equations where the errors due to multipath are denoted by $e(x_k)$.

$$
\begin{align*}
  f(x_k) & \approx \hat{\tau}_k \\
  & = \hat{\tau}_k + e(x_k) \\
  \hat{\tau}_{k+1} & = \hat{\tau}_k + \hat{\tau}_k + e(x_k)
\end{align*}
$$

The aim of this paper is to mitigate the effects of the NLOS components on the tracking performance of the conventional DLL by training machine learning algorithms to approximate the function $e : \mathcal{X} \mapsto \mathcal{Y}$. In general, the impact of multipath depends on the amplitude, delay, phase, and phase rate of the NLOS components relative to the LOS component. Consider a NLOS component associated with a “virtual” transmitter location corrupting the ACF by interfering constructively with the LOS component. As the receiver moves within the environment the interference could change or even oscillate between constructive and destructive, causing the code phase estimate produced by the DLL to display some oscillation behavior. It is speculated that the ML algorithm would learn to leverage such dynamics in the input data $x_k$ to estimate the errors introduced by multipath $\hat{\gamma}_k = e(x_k)$. Fig. 3 depicts the block diagram of the proposed approach.

V. Training and Data Generation

To simulate a realistic environment, map and terrain data were obtained through OpenStreetMap [48] and Global Multiresolution Terrain Elevation Data (GMTED) [49] for the area around Aldrich Park at the University of California Irvine. An opportunistic 5G receiver was then simulated to be moving around the park at a walking speed of 2 m/s. The simulated environment and trajectory are presented in Fig. 4(a). Moreover, the location of the simulated gNB reflects the real gNB position on top of the Engineering Tower. The power, delay, and phase of each path were then computed for the entire trajectory using the ray tracing methods available through MATLAB’s RadioFrequency (RF) toolbox [50]. The channel impulse response (CIR) was generated in this manner to ensure that the simulator would capture the dynamics between the LOS and NLOS components. Fig. 4(b) shows the simulation environment in MATLAB with the rays traced from the gNB to four sample points within the trajectory along with the received power for each path. It is worth noting that the material used for buildings was concrete with a relative permittivity of 5.31 and a conductivity of 0.0548 Simens per meter. These values were chosen according to the international...
telecommunication union (ITU) recommendations, which provide methods, equations, and values used to calculate real relative permittivity, conductivity, and complex relative permittivity for common materials [51].

Next, the obtained CIR is used to simulate the tracking results for an opportunistic 5G receiver traversing the aforementioned trajectory shown in Fig. (a) 4. The tracking loops of the receiver uses inputs from the output of the correlator \( R(\tau) \), which is simulated from the CIR according to

\[
R_k(\tau) = \sum_{i=1}^{N_{\text{paths}}} \alpha_k^i R(\tau - \tau_k^i)
\]

where \( k \) is the time index with a duration equivalent to that of the SS (set to 20 ms based on an observation of a real 5G transmission scenario), \( R_k(\tau) \) is the correlator output of the opportunistic receiver accounting for the different traversed paths at the \( k \)-th time-step, \( R(.) \) is the ACF of the synchronization signal defined in (2), \( N_{\text{paths}} \) is the total number of paths traversed by the signal, \( \alpha_k^i \in \mathbb{C} \) is a complex number representing the power and phase of the signal component corresponding to the \( i \)-th path, and \( \tau_k^i \) represents its delay (time of flight).

Finally, the simulated data contained samples \((x_k, y_k)\) with an equivalent duration of 438.51 seconds. The input \( x_k \in \mathbb{C}^{2N_x + 1} \) is formed of \( 2N_x + 1 \) samples of the correlator output at the \( k \)-th time-step centered around the DLL’s code phase estimate, such that \( x_k = [x_k^{-N_x}, \ldots, x_k^{N_x}]^T \), where \( x_k^d = R_k(\tau + \hat{\tau}_k^{\text{DLL}} + d/f_s) \) and \( f_s \) is the frequency at which the ACF was sampled. For the remainder of this paper, the sampling frequency is set to \( f_s = 4B = 7.62 \), and the number of ACF taps used as inputs is \( 2N_x + 1 = 11 \). The sample target points \( y_k \in \mathbb{R} \) are the errors incurred by the DLL estimate \( e(x_k) = \tau_k^{\text{LOS}} - \hat{\tau}_k^{\text{DLL}} \), where the true LOS delays at the \( k \)-th time-step \( \tau_k^{\text{LOS}} \) are obtained from the simulated CIR. It is important to note the dependence of the training data generation on the output of the DLL. A different choice of tracking algorithm would change the dynamics of the inputs extracted from the ACF. Moreover, the NN learns the errors that are specific to the type of algorithm being used. This implies that the final implementation will include both a DLL and an NN, as shown in Fig. 3, with the output of the former being fed back into the correlator, while the output of the latter would be fed to the navigation filter in order to produce more accurate position estimates. This implementation assures that the input space that the NN operates on contains the same dynamics as the input space presented to the NN during training.

Each input vector \( x_k \) is then normalized by the tap with maximum magnitude, and the complex values in the resulting vector and separated into their real and imaginary components forming \( \bar{x}_k \in \mathbb{R}^{2(2N_x + 1)} \), where the first \( 2N_x + 1 \) inputs are the real components of \( x_k \), and the last \( 2N_x + 1 \) inputs are the imaginary components. Fig. 5 shows the input vectors before and after pre-processing denoted by \( x_k \) and \( \bar{x}_k \), respectively. This type of pre-processing standardizes the data making it more invariant to changes that should not affect the output such as the carrier power. Note that this transformation preserves all the information about the relative amplitude, delay, and phase of the peaks corresponding to different paths.
VI. Simulation Results

This section assesses the multipath mitigation performance of different FFNN and TDNN architectures via simulations.

A. Feed-Forward Neural Networks (FFNN)

To select the optimal hypothesis $H^*$ space for generalization with FFNNs, the out-of-sample error $E_{\text{out}}(h)$ is estimated while varying the complexity of the hypothesis space by varying the number of layers and number of neurons per layer. The out-of-sample error was estimated via 5-fold cross-validation, in which the data samples $\{(x_k, y_k); k = 1, \ldots, N\}$ are split into five disjoint subsets $X_1, \ldots, X_5$. An estimate of the total risk that would promote generalization is then produced according to

$$E_i(h) = \frac{5}{N} \sum_{X_i} C(y, \hat{y})$$

$$\hat{E}_{\text{out}}(h) = \frac{1}{5} \sum_{i=1}^{5} E_i(h),$$

where each subset $X_i$ is used to estimate the risk $E_i(h)$ for the model $h(x, w)$ trained on the remaining four subsets. The values obtained by iterating over each subset are then averaged to obtain an estimate of the out-of-sample risk $\hat{E}_{\text{out}}(h)$ associated with the network $h$ that is closer to the true out-of-sample error $E_{\text{out}}(h)$.

Fig. 6 shows the 5-fold cross-validation risk estimates achieved by $h \in \mathcal{H}(N_{\text{layers}}, N_{\text{neurons}})$, a FFNN parameterized by the number of hidden layers $N_{\text{layers}} \in \{1, 2, 3, 4\}$ and number of neurons per layer $N_{\text{neurons}} \in \{10, 25, 50\}$. This is done to study the effect of varying the complexity of the hypothesis space, in an effort to find a model that promotes generalization. Fig. 6 shows that that for the problem at hand, a wide NN is preferred over a deep NN. The model with the best risk estimate ($N_{\text{layers}} = 3$, $N_{\text{neurons}} = 50$) is then re-trained on the first 350.81 seconds of the original data sample, leaving the remaining 87.7 seconds for testing. The performance of the aforementioned model is presented in Fig. 7. The FFNN achieved a ranging root mean-squared error (RMSE) reduction of 40% and 30% over the conventional DLL in the training and test sets, respectively.

Table II summarizes the DLL versus FFNN ranging RMSE performance.
Fig. 6. 5-Fold cross validation for FFNN model order complexity selection.

Fig. 7. Tracking results for FFNN selected via 5 fold cross-validation ($N_{\text{layers}} = 3$, $N_{\text{neurons}} = 50$): (a) Code phase estimates for test set. (b) Code phase estimates for training set. (c) Code phase errors for test set. (d) Code phase errors for training set.

Fig. 8. 5-Fold Cross Validation for FFNN regularization parameter $\lambda$.

B. Time-Delay Neural Networks (TDNN)

A TDNN could be thought of as an extension of the FFNN architecture with the delays on the input layer. This means that the input layer for a TDNN could be viewed as the input layer for an FFNN expanded to include the time history of its inputs. This change in the input space is illustrated in Fig. 10, representing the input layers for an FFNN and TDNN respectively. To motivate the TDNN approach for the problem of code phase estimation in
multipath scenarios, Fig. 10 presents the ACF in a region corrupted by multipath for a single time-step \( k \) as well as its variation over time. It is hard to extract meaningful information about the LOS delay from the single time-step view. However, with access to the time history of the ACF taps, it becomes easier to visualize the dynamics between the peak due to the LOS component and the peaks due to the NLOS components. Thus, the inputs to the TDNN are now given by

\[
x^{\text{TDNN}}_k = [x_k, \ldots, x_{k-n_{\text{delay}}^i}, \ldots, x_{k-n_{\text{delays}}^i}],
\]

where \( N_{\text{delays}} \) is the total number of delay taps. A TDNN approach gives rise to the question of how varying the width of the time window of the inputs available \( n_{\text{delay}}^{N_{\text{delays}}} \) affects the multipath mitigation performance of the NN. To this end, five TDNNs were examined with two hidden layers, where the first layer contains 20 neurons while the second layer contained 5 neurons. The number of delay taps was kept constant at \( N_{\text{delays}} = 10 \), while \( n_{\text{delay}}^{N_{\text{delays}}} \) was varied such that \( n_{\text{delay}}^{N_{\text{delays}}} \in \{10, 20, 30, 40, 50\} \). The total number of tap delays was kept constant as increasing it would lead to an increase in the effective number of inputs, adding to the complexity of the NN. The added complexity of TDNN relative to FFNN makes out-of-sample error estimation via cross-validation unfeasible due to the increase in computational requirements. Instead, the networks were trained using a Bayesian regularization learning algorithm, which could reduce or eliminate the need for lengthy cross-validation [52]. Training was stopped when the validation loss corresponding to the last 87.7 seconds of the generated data did not fall below its minimal value for 10 epochs; then, the TDNN with the lowest validation loss was selected. The results of this analysis are presented in Fig. 11, which suggests that increasing the width of the delay time window improves the multipath mitigation performance on both the training and validation sets. Moreover, the tracking performance of the TDNN with the lowest validation loss (\( n_{\text{delay}}^{N_{\text{delays}}} = 50 \)) is presented in Fig. 12, showing a ranging RMSE reduction of 55.8% and 59.6% over the conventional DLL in the training and test sets, respectively. These results validate the intuition
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**Fig. 9.** Tracking results for FFNN selected via 5 fold cross-validation (\( \lambda = 4 \times 10^{-6} \)): (a) Code phase estimates for test set. (b) Code phase estimates for training set. (c) Code phase errors for test set. (d) Code phase errors for training set.
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that giving the NN access to the time history could help the learning algorithm exploit the dynamics caused by the multipath on the target function $e(x_k)$. Moreover, the trained network displayed a marginally higher performance improvement in that validation set than it did on the training set. This is considered a good sign for the generalization capabilities of the network as it shows that the discrepancy between the in-sample error and out-of-sample error is small. Table III summarizes the DLL and TDNN ranging RMSE performance.
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**Fig. 10.** (a) Multipath corrupted ACF taps for $t = 369$ s. (b) Multipath corrupted pre-processed inputs for $t \in [366, 368]$ s.
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**Fig. 11.** Validation and test RMSE of TDNN vs delay window.
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**Fig. 12.** Tracking results for TDNN ($n_{\text{delay}} = 50$): (a) Code phase estimates for test set. (b) Code phase estimates for training set. (c) Code phase errors for test set. (d) Code phase errors for training set.
VII. Experimental Validation

This section presents experimental results to verify the validity of the proposed ML approach for multipath mitigation.

A. Experimental Setup and Environmental Layout

The experiment was conducted in Aldrich Park, University of California, Irvine. Data was collected with a quad channel National Instrument (NI) universal software radio peripheral (USRP)-2955, where only one channel was used to sample 5G signals with a sampling frequency of 5 MSps. The receiver was equipped with a consumer-grade cellular omnidirectional Laird antenna and listened to cellular signals from a gNB implementing a subcarrier spacing $\Delta f = 15$ kHz, with $N_{\text{cell}} = 420$, and a carrier frequency of 632.55 MHz. The USRP was driven by a GPS-disciplined oscillator (GPSDO) and the sampled signals were stored for post-processing. A MATLAB-based opportunistic software defined radio (SDR) designed to exploit 5G signals was then used to acquire and track the collected signals, as well as extract the NN input data $x_k$. The architecture of the aforementioned SDR was based on the work in [22].

B. Experimental Results

The ACF taps $x_k$ extracted from the correlator of the SDR were processed by the NN that displayed the best generalization capabilities, i.e., TDNN with $N_{\text{delay}} = 50$. The collected data was corrupted by multipath in the time interval $t \in [21, 26]$ seconds. The multipath corrupted region is highlighted in Fig. 13, which shows the experimental tracking results, and the delay estimates produced by both the DLL and TDNN. Fig. 14 shows the opportunistic receiver’s correlator output $R_k(\tau)$ as well as the pre-processed input data $\tilde{x}_k$ for $t = 22.82$ s and $t \in [21, 27]$ s respectively, corresponding to the multipath corrupted region. The effect of multipath on the tracking performance and inputs observed in Figs. 13 and 14 are similar to the effects present in the simulated training data in Figs. 10 and 12. This shows that the generated training data reflected the input data that would be processed in real scenarios.

Unlike GNSS satellites, cellular towers do not transmit any clock correction parameters and have less stable clocks than GNSS’s atomic clocks, which introduce clock biases and drifts to the code phase estimates. In order to provide a fair evaluation of the DLL and NN estimates, the clock drift terms are estimated as the slope of the linear curve that best fits the code phase errors. It is also worth noting that the first 10 seconds of the data is skipped to allow for any transient periods to pass. The effect of the clock drift is apparent in Fig. 15, which shows the errors corresponding to both the DLL and NN estimates increasing linearly with time, along with their best linear fit. Fig. 15 also presents the true and estimated code phase values both before and after accounting for the clock drift, showing an overall RMSE reduction of 27% with a reduction of 38% in the highlighted multipath region.

The code phase estimates produced by the TDNN which compensates for the multipath errors $e(x_k)$ presented in Fig. 13 display a higher resilience to the bias introduced in the multipath corrupted region. While the DLL’s estimate displays a sudden jump in the multipath corrupted region, the TDNN’s estimate becomes more noisy while staying closer to the true code phase. This increase in variance within the multipath corrupted regions displayed in both simulation and experimental results could prove beneficial, since code phase measurements are weighted according to their variance in the navigation filter which ultimately produces the navigation solution. This noisy behavior could be thought of as an indicator of bad measurement which could improve the positioning solution by giving more weights to other measurements that aren’t corrupted by multipath.

### Table III

<table>
<thead>
<tr>
<th>Ranging RMSE [m]</th>
<th>Training Set</th>
<th>Validation Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLL</td>
<td>0.6556</td>
<td>3.7196</td>
</tr>
<tr>
<td>TDNN</td>
<td>0.2923</td>
<td>1.5033</td>
</tr>
</tbody>
</table>
Fig. 13. Experimental tracking results: (a) Code phase estimate. (b) Doppler frequency estimate. (c) Code phase error estimate. (d) Carrier phase error estimate.

Fig. 14. (a) Multipath corrupted ACF taps for $t = 22.82$ s. (b) Multipath corrupted pre-processed inputs for $t \in [21, 27]$ s.
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<tbody>
<tr>
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<tr>
<td>Overall</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>DLL</td>
</tr>
<tr>
<td>TDNN</td>
</tr>
</tbody>
</table>

VIII. Conclusion

This paper assessed FFNNs and TDNNs for multipath mitigation in an opportunistic receiver that exploits 5G signals for navigation. A ray tracing based simulator was used to generate the training data, which was used to assess the performance and generalization capabilities of networks for model order selection. Simulation results showed that both TDNNs and FFNNs offered an RMSE reduction of 29.1% and 59.6%, respectively, over a conventional DLL over the test set. TDNNs were able to outperform FFNNs due to their additional access to the time history of the inputs, which present an opportunity to extract information from the dynamics of the LOS and NLOS signals. Finally, an experiment was conducted to test the generalization capability of the designed TDNN to real environments, where it was successfully able to mitigate the bias caused by multipath. The TDNN showed an overall RMSE reduction of 27.1% with a reduction of 38% in the most severe multipath region.
Fig. 15. (a) Code phase estimates. (b) True code phase errors. (c) Code phase estimates after accounting for clock drift.
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